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Climate Management in the Anthropocene
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Core scientific problem

The resources used to mitigate climate change should reflect the benefit of
these investments to society.

Ultimately, this requires that we distinguish between

Hypothesis 1: The climate has small impact on modern human society.

Hypothesis 2: The climate has a large impact.

(Thinkers have debated this issue for centuries.)

This is a hard problem because

! climate is high-dimensional
! human society is high-dimensional
! many confounding factors
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Tackling the problem through research design

The Ideal Experiment

1. Take two identical planets.

2. Change the climate of one (treatment).

3. Compare to control planet.

The Quasi-Experiment (that we can actually do)

Step one: Reconstruct a history of each population’s physical exposure to
climatic conditions.

Step two: Estimate the e↵ect of changes over time for each population:

High climate exposure - “treatment”

Low climate exposure - “control”
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Pre-history: desiccation of the the Green Sahara

Aswan high dam) but contrast clearly with the
complete lack of evidence from the desert. During
the terminal Pleistocene ‘‘Wild Nile’’ stage at
about 12,000 B.C.E (20), living conditions along
the river became harsh and caused conflicts for
land and food, as indicated, for example, by the
late Paleolithic Nubian cemetery of Jebel
Sahaba, in which many of the buried individ-
uals died a violent death (21).

Early Holocene reoccupation (8500 to 7000
B.C.E.). With the rapid arrival of monsoon rains
at 8500 B.C.E., savannah-like environments
turned the Eastern Sahara into a habitable re-
gion, and prehistoric humans soon settled there
(Fig. 3B and fig. S2B). Groups from the south,
already adapted to savannah ecology, ex-
tended their traditional way of life following
the northward shifting rains, whereas Nile
dwellers may have left the inhospitable val-
ley. The epipaleolithic tool kit, as well as
archaeozoological evidence from Nabta and
Kiseiba, defines them as hunter-gatherers, pos-
sibly already practicing some animal husband-
ry (4). While this pastro-foraging economy
needs further confirmation, ‘‘wavy line’’ dec-
orated pottery—the first ceramics in the Old
World—is a key African achievement of the
ninth millennium B.C.E. (22).

Epipaleolithic camp sites in the Regenfeld area
dated to 8000 to 7000 B.C.E. demonstrate quick
migration of populations over several hundreds of
kilometers into the central Great Sand Sea, where
they encountered satisfactory living conditions in
what is today the Libyan Desert’s most barren part
(23). Rains had turned the late Pleistocene
dunes into pasture that provided wild grains
for the hunter-gatherers and browsing for their
game. Most notable is the almost complete lack
of settlements in the Egyptian Nile valley, with
the exception of El Kab (24). The dearth of
archaeological sites along the Nile and in the
Wadi Howar region reflects conditions too
marshy and hazardous for settlement. During
the early Holocene humid optimum, hunters
and gatherers obviously preferred the less
wooded grassland farther north to the regularly
flooded and densely wooded environments of
the southern Sahara.

Mid-Holocene formation (7000 to 5300
B.C.E.). After 7000 B.C.E., human settlement
became well established throughout the Eastern
Sahara by way of economical and technological
adaptations to regionally different ecological
requirements (25) (Fig. 3C and fig. S2C). On the
Egyptian Abu Muhariq Plateau, bifacial tech-
nology obviously rooted in the Levant caused a

complete change in the lithic tool kit that can be
traced into the later predynastic cultures of theNile
valley (26). Impression-decorated pottery of Sudan
tradition, on the other hand, is represented as far
north as the Egyptian oases and theGreat Sand Sea
(27). The most important achievement of this
phase is the introduction of domestic livestock.
Sheep and goats, for which an early record also
exists in Egypt’s Eastern Desert (28), must have
been introduced from their wild progenitors in
western Asia (29), whereas cattle appear to have
been domesticated locally. Livestock keeping,well
documented at Nabta Playa (4), for example,
became an essential component of amulti-resource
pastoral economy that marks the beginning of
African pastoral societies. Depending on local
factors, their economic base differed substantial-
ly. In the western Abu Ballas area (Mudpans site
85/56), for example, rich faunal material from
about 6400 B.C.E. did not reveal any evidence
of domestic livestock (30), whereas in the eastern
part (Eastpans site 96/2) cattle are well docu-
mented, together with a new type of undeco-
rated late Neolithic pottery (25).

The radiocarbon dates do not indicate any
rupture in regional climatic development be-
tween 7000 and 5300 B.C.E. The disparity in
ceramics and lithic artifacts at Djara and
Mudpans at 6000 B.C.E. suggests a break
between two phases (‘‘A’’ and ‘‘B’’), which
coincides with the arrival of sheep and goats
(26). Some cultural changes may consequently
have occurred beyond climate control.

According to the deficiency of occupation
sites, regularmonsoonal rains have ceased to reach
the Egyptian Sahara not later than 5300 B.C.E. At
Djara and on the Abu Muhariq Plateau there is a
substantial decline in radiocarbon dates (25).
Another abrupt end of occupation is observed in
the central Great Sand Sea, whereas the few
younger dates from Abu Minqar may be linked
to local springs and transhumance from the oases
depression (27). A comparable pattern of semi-
nomadic occupation underlies the evidence for
cattle at Eastpans 96/2, when living conditions in
themore distant parts of the AbuBallas region had
alreadydeteriorated.With the endof theFormation
phase at 5300 B.C.E., multi-resource pastoralism
appears to have become the vital human subsist-
ence strategy in the Egyptian Sahara while at the
same time the first farming communities devel-
oped in the Fayum.

Mid-Holocene regionalization (5300 to
3500 B.C.E.). The retreat from desiccating regions
into ecological niches such as the Gilf Kebir and
the beginning exodus to the Sudanese plains,
where rainfall and surface water were still suf-
ficient (Fig. 3D and fig. S2D), fostered more
regionally diverse sociocultural adaptations. The
few dates from the western fringes of the Great
Sand Sea, the Abu Ballas area, and the Abu
Muhariq Plateau reflect only sporadic occupation,
whereas the eastern Abu Minqar and Abu Ballas
areas lie within the range of transhumance from
the Farafra and Dakhla oases. Certain ceramic

Fig. 2. Major stages of early and mid-Holocene occupation in the Eastern Sahara based on the
cumulative curves of calibrated radiocarbon dates from 150 archaeological excavations. Regions are
arranged from north to south. The Reoccupation phase (8500 to 7000 B.C.E.) is characterized by early
settlements in the northern regions at the beginning of the Holocene humid optimum. Major occupation
continues during the Formation phase (7000 to 5300 B.C.E.) until the onset of arid conditions in the
Egyptian Sahara. The Regionalization phase (5300 to 3500 B.C.E.) is characterized by the retreat of
populations to ecological refuges such as the Gilf Kebir plateau, seasonal or episodic transhumance, and a
marked migration into the Sudanese Sahara. During the Marginalization phase (3500 to 1500 B.C.E.),
Southwest Egypt receives only passing visits while prehistoric occupation in Northern Sudan persists until
the end of humid conditions at 1500 B.C.E.
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Historical evidence: climate shifts can destabilize societies
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Historical evidence: climate shifts can destabilize societies
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Finding a curious magazine reference (no data)...

“Almost all our subjects were high school dropouts, juvenile

delinquents, parolees, and those awaiting the draft. When these

people were subjected to high temperatures in groups of 48,

there was continual arguing needling, agitating, jibing,

fist-fighting, threatening, and even an attempted knifing. At

lower temperatures or in small groups, this behavior diminished.

However, when graduate students were similarly tested, later

that fall, there was no aggressive behavior even at the highest

heat-and-crowding levels.”

- F. Rohles (Psychology Today, 1967)
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Today: Experimental psychology studies

Heat increases road rage
(Kenrick et al., 1986).

Heat increases police
aggression
(Vrij et al., 1994).

Heat increases profanity
on Twitter
(Baylis, 2017).

 at PRINCETON UNIV LIBRARY on May 15, 2013eab.sagepub.comDownloaded from 

S. Hsiang | Global Policy Lab, UC Berkeley



Picking up a book in 2008
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1877 El Niño (Madras)
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Does this still happen when the global climate
changes?
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Modern civil conflicts (PRIO)
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Climate & violence across scales of social organization
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Replication around the world
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Synthesis via meta-analysis (55 studies)
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Long run responses mirror (exceed?) short run

A related approach, which has not yet been widely implemented in the literature but which we
believe holds promise, is to study how gradual trends in conflict and gradual trends in climate are
correlated over time across locations. This long-difference empirical approach is employed by
Burke & Emerick (2013) to demonstrate that the effects of climatic changes on agriculture in the
United States over the course ofmultiple decadesmirror estimates derived from the high-frequency
annual time-series approach in Equation 3.

To demonstrate how this approach can be applied to the study of conflict, we implement a new
analysis here using pixel-level data on a comprehensive measure of local conflict in East Africa
(1991–2009) from O’Loughlin et al. (2012). We first compute gradual trends in conflict for each
pixel and gradual trends in temperature for each pixel by differencing average values between the
period 1991–1995 and the period 2005–2009. Trends in local temperature are shown in Figure 6a
and range frompixelswith nowarming to pixelswithmore than2!Cwarming.We then regress the
change in local conflict on the change in local climate at the pixel level. In Figure 6b, we compare
the point estimate from this long-difference regression with the point estimate obtained using the
high-frequency panel data approach in Equation 3. Similar to the findings of Burke & Emerick
(2013), this long-difference estimate is nearly identical to the annual panel estimate, suggesting
that these communities do not exhibit effective adaptation to climate change over this 20-year
period. We also display the point estimate when we use even longer difference periods of 1991–
1999 and 2000–2009 and find that the estimated effect actually becomes somewhat larger in
magnitude (rather than smaller, which would be the case if there were partial adaptation over
time), althoughwe note that the effect is less precisely estimated and not statistically different from
the other two estimates.

b   Short- versus long-run response
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New calculations using data from O’Loughlin et al. (2012) demonstrating how adaptation to longer-run
changes in temperature can be studied. (a)Multidecadal change in average temperature (in Celsius) across East
Africa. (b) Comparison of panel estimates of how conflict responds to temperature using an annual panel data
approach (as in Equation 3) and using a long-differences estimate that compares trends in conflict at each
location with trends in temperature (from panel a).
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Stylized facts we can say

Plausibly causal association between climate variables & human conflict is
observable across

1 all major regions of the world

2 all of recorded human history

3 all scales of human aggregation (personal to nation-state)

4 all spatial scales (building to globe)

5 all temporal scales (hours to millennia)

What we are not saying with this result:

The average e↵ect is the e↵ect everywhere (many papers show
heterogeneity in-sample)

S. Hsiang | Global Policy Lab, UC Berkeley



Is this quantitatively important for climate change?

An Economist’s Guide to Climate Change Science     15

gradually increasing confidence of the scientific community can be understood by 
noting the envelope of model results published in association with the 2007 IPCC 
report (displayed ending in simulation year 2000) were less cleanly separated 
than those published in association with the 2013 IPCC report (displayed ending  
in 2010), although the separation visible through 2000 was already reflected in the 
IPCC’s 2007 statement that temperatures were “very likely due to anthropogenic 
greenhouse gas concentrations” (Table 2). 

It is now virtually certain (at least 99 percent probability) that the observed 
modern warming trend exceeds the bounds of natural variability (Bindoff et al. 
2013). Furthermore, humans are likely (with at least 66 percent probability) respon-
sible for 0.6°C–0.8°C of the observed 0.6°C of warming over 1951–2010. Values 
greater than 0.6°C are possible for the anthropogenic contribution because of the 
possibility that natural forcing and variability could otherwise impose a slightly 
negative baseline trend (for example, as a result of volcanic eruptions), a pattern 
which is visible in the control runs of Figure 2. 

Figure 2 
Average Annual Global Mean Surface Temperature, Compared to Distributions of 
Climate Model Simulations 

Sources: Data comes from Jones, Stott, and Christidis (2013), Morice, Kennedy, Rayner, and Jones (2012), 
and Taylor, Stouffer, and  Meehl (2012).
Note: This graph is best viewed in color; the electronic version of this article available at the JEP website 
is in color. The heavy black line shows observed average annual global mean surface temperature. 
The red [or light grey] distributions are exogenously “treated” with anthropogenic greenhouse gas 
emissions, while the blue [or light grey] distributions (shown only in the left panel) are “control” runs 
that only contain natural forcings. In the left panel, climate model distributions are from the Third 
Coupled Model Intercomparison Project (CMIP3) published in 2007 and displayed until 2000, and 
CMIP5 published in 2013 and displayed until 2010. In the right panel, all climate model projections 
come from CMIP5 in the moderate emissions scenario (RCP 4.5). Temperatures shown are relative to 
the 1880–1900 average. 
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Is this quantitatively important for climate change?
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roughly four times larger than the lagged temperature effect (2.8% per s); however, both are
positive, suggesting that on average, the temperature effect of climate on conflict does not result
from displacement alone. Similarly, the effect of contemporaneous temperature on interpersonal
conflict (2.4% per s) is much larger than the lagged effect (!0.23% per s), which suggests that
roughly one-tenth of the observed effect is attributable to temporal displacement.

The effect of rainfall on intergroup conflict is smaller than the effect of temperature, but it remains
statistically significant, although interestingly there is roughly the same size effect for both con-
temporaneous and lagged rainfall, which may not be surprising in agrarian settings in which lagged
rainfall is a key input into current harvests and thus local economic conditions. The effects of both
current and lagged rainfall on interpersonal conflict are small, although the contemporaneous effect
of rainfall (0.6%pers) is highly statistically significant, and the lagged effect (!0.2%pers) suggests
that roughly one-third of this effect is attributable to temporal displacement.

2.4.3. Publication bias. Evidence increasingly suggests that many empirical social science liter-
atures exhibit some form of publication bias (Gerber & Malhotra 2008a,b; Brodeur et al. 2013),
with a common form of bias arising from the research community’s reluctance to investigate or
publish null results. This is generally thought to manifest in twoways in a literature. First, authors
may never release their data or findings if they obtain a null result early on in their investigation.
This is known as the file-drawer problem because these researchers return their findings to
a proverbial file drawer in which no other member of the research community observes them
(Rosenthal 1979). This source of publication bias is difficult to combat because it is generally
difficult or impossible to observe what researchers investigate but do not report (see Franco et al.
2014 for a discussion of how this is sometimes possible in practice). However, we think this issue is
generally less likely to be problematic in the climate-conflict literature because many papers have
been published reporting associations that are not statistically significant (Buhaug 2010a, Theisen
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Figure 4

Summary of meta-analysis for studies reanalyzed with distributed-lag structure, showing estimated precision-
weighted mean effects and 95% confidence intervals for (a) intergroup and (b) interpersonal conflict, for both
contemporaneous (zero lag) andone-period lagged temperature (red, left offset) andprecipitation (blue, right offset).
Combined effects equal the sum of the contemporaneous and one-period lagged effects for studies for which the
calculation was possible. The number of studies contributing to each estimate is given in parentheses.
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Burke, Hsiang, Miguel (Annual Review of Economics, 2015)

Warming (RCP 4.5): 1C over 30 years Temp effect: 11.3% per +s.d.
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Is this quantitatively important for climate change?

Warming (RCP 4.5): 1C over 30 years Temp effect: 11.3% per +s.d.

trend = 0.033 C / yr

s.d. = 0.4C for avg country

( 0.033 C / yr )  x ( 28.25% / 1C ) = +0.93% increase in risk / yr

Temp effect 

= 28.25% / 1C for avg country

baseline risk

Time

Probability 
of conflict

climate change 
“boost”

Time

boost is in  
proportion to  
baseline risk
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Drought and conflict in Syria?

Kelly et al. (PNAS, 2014)

Finding: Climate change made the 2010 Syrian drought worse.

Remaining question: Did the draught cause the civil war?

S. Hsiang | Global Policy Lab, UC Berkeley



How large do we think the climate’s role was?
Separate risk caused by natural and anthropogenic components of the drought
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(Kelley et al. 2015)

Estimated effect of
 drought on conflict 
(Burke et al 2014)
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Interpreting the reduced form relationship

dConflict

dClimate
=

X

i

@ Conflict

@ Pathwayi
· @ Pathwayi

@ Climate

S. Hsiang | Global Policy Lab, UC Berkeley



What could the pathways be?

Hypothesis 1: External economic factors
! e.g. deteriorating agricultural labor markets

Hypothesis 2: Logistical factors
! e.g. individuals come into contact outdoors during summer

Hypothesis 3: Government capacity
! e.g. weakened government enables violence

Hypothesis 4: Internal psychological factors
! e.g. mechanics of decision-making changes

S. Hsiang | Global Policy Lab, UC Berkeley



What could the pathways be?

Hypothesis 1: External economic factors
! e.g. deteriorating agricultural labor markets

Hypothesis 2: Logistical factors
! e.g. individuals come into contact outdoors during summer

Hypothesis 3: Government capacity
! e.g. weakened government enables violence

Hypothesis 4: Internal psychological factors
! e.g. mechanics of decision-making changes
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Climate as a major economic force (GDP growth)
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Spatial dynamics in Africa

CONFLICT, CLIMATE, AND CELLS 599

Figure 1.—Conflict and Climate—Spatial Distribution

Table 2 .—Conflict Incidence and Climate, Panel
Dependent Variable (Y) = 1 If Conflict Event in Year t (ANY EVENT)

(1) (2) (3) (4) (5)

Model I Model II Model III Model III Model III
OLS OLS MLE MLE MLE

Yt−1 0.333∗∗∗ 0.342∗∗∗ 0.121∗∗∗

(0.00759) (0.00769) (0.00849)
W × Y 0.0449∗∗∗ 0.0291∗∗∗ 0.0229∗∗∗

(0.00116) (0.00127) (0.00150)
SPEI 0.0334∗∗∗ 0.0150 0.00458 0.00216 −0.00491

(0.00690) (0.0144) (0.0127) (0.0131) (0.0132)
SPEI,t−1 0.00112 0.0199 0.0107 0.0252∗ 0.0148

(0.00698) (0.0141) (0.0136) (0.0142) (0.0130)
SPEI,t−2 0.00883 0.00659 −0.00190 −0.00990 −0.0145

(0.00701) (0.0151) (0.0132) (0.0138) (0.0126)
SPEI Growing Season −0.0329∗∗∗ −0.00217 0.00122 0.00430 0.0207

(0.0121) (0.0149) (0.0135) (0.0136) (0.0129)
SPEI Growing Season,t−1 −0.0300∗∗ −0.0399∗∗∗ −0.0400∗∗∗ −0.0498∗∗∗ −0.0367∗∗∗

(0.0118) (0.0148) (0.0153) (0.0152) (0.0139)
SPEI Growing Season,t−2 −0.0335∗∗∗ −0.0238 −0.0145 −0.00523 −0.00925

(0.0121) (0.0156) (0.0144) (0.0146) (0.0140)
W × SPEI 0.00379 0.00187 0.00202 5.88e-06

(0.00234) (0.00194) (0.00222) (0.00220)
W × SPEI,t−1 −0.00287 −0.00235 −0.00376 −0.00451∗∗

(0.00230) (0.00210) (0.00239) (0.00219)
W × SPEI,t−2 0.00101 0.00139 0.00453∗∗ 0.00329

(0.00201) (0.00228) (0.00211)
W × SPEI Growing Season −0.00284 −0.00427∗ −0.00420∗

(0.00226) (0.00252) (0.00248)
W × SPEI Growing Season,t−1 0.00464∗ 0.00621∗∗ 0.00648∗∗

(0.00279) (0.00250) (0.00267) (0.00257)
W × SPEI Growing Season,t−2 −0.00260 5.54e-05 −0.00167 0.000522

(0.00288) (0.00234) (0.00261) (0.00260)
Observations 35,042 35,042 35,042 35,042 35,042
Controls X X X X
Year FE X X X
Country-specific time trend X X X
Country × Year FE X X
Cell FE X

Each observation is a cell/year. Standard errors in parentheses. Columns 1 and 2 corrected for spatial and serial correlation following Hsiang (2010). Columns 3 through 5 corrected for clustering at the cell level.
***p < 0.01, **p < 0.05, and *p < 0.1. W = binary contiguity matrix, cutoff 180 km.

CONFLICT, CLIMATE, AND CELLS 601

Figure 2.—Simulated Responses of SPEI Growing Season Shocks

slightly negative but insignificant. The neighbor’s response
is more precisely estimated and is a modest conflict increase,
which will feed back in the own cell’s response through the
term W × Y . In the first period after the shock, although no
additional shocks occur, conflict in the own cell increases by
1.3 percentage points, close to the point estimate of the first
lag of SPEI Growing Season (table 2, column 5) rescaled to
the standard deviation of the covariate. After period 3, the
marginal effects start fading away. The response of neighbors
in figure 2A roughly mirrors that of the own cell at a much
smaller scale, but it appears to be more persistent in time.

Figure 2B reports the results of the same exercise but
focusing on space instead of time. For time periods 0, 1,
2, and 4, we map on a grid the marginal impacts of the
shock on different cells, representing larger impacts with
darker shades. The cell that receives the one-time shock is
at the center of the grid and is marked by an x. The defi-
nition of neighbors allows only the eight adjacent cells to
be directly affected by cell x through their spatial lag terms.
However, conflict induced by the one-time shock to cell x
does propagate to cells beyond those immediately adjacent
due to spillovers from their own adjacent cells.

These exercises are also useful to assess the bias from
ignoring spillovers. We make this assessment in two ways.
First, we have directly compared estimates from model I with
those of models II and III when commenting on table 2.
Second, the values in figure 2A can be compared to the
coefficients of model I. Taken together, these results suggest
that neglecting spatial spillovers leads to lower estimated
impacts of lagged SPEI on conflict.

While in figure 2 we employ a one-time artificial shock,
the same method can be used to feed into the process actual
projected shocks. We repeat the above procedure feeding
into the process forecast values of SPEI Growing Season for
2016 through 2050 to get a sense of how climate change
will affect conflict likelihood, all else being equal and under
the assumption that the responsiveness of conflict to SPEI
remains constant in the future.

The first step involves computing projections of future
SPEI shocks. We draw on cell-level precipitation and temper-
ature projections obtained from a variety of climate models
and under a range of emissions scenarios, all belonging to the
World Climate Research Programme’s Coupled Model Inter-
comparison Project phase 5 (CMIP5). Our benchmark model
is FGOALS-g2, under a RCP 2.6 emissions scenario—a
conservative one that assumes a peak in greenhouse gas
emissions between 2010 and 2020, followed by a decline
throughout the rest of the 21st century. (A description of
our sources and forecasting methodology is provided in the
online appendix, sections A and B). The average of SPEI
Growing Season (which is −0.025 in our 1997–2011 sam-
ple) becomes −0.135 in the 2016–2050 projected sample,
indicating that the average cell experiences shortages of
rainfall relative to its historic mean. Average projected val-
ues of SPEI Growing Season over 2016 through 2050 are
reported in figure A4. Next, we obtain, for each cell and
year, the marginal change in conflict incidence induced by
SPEI Growing Season shocks according to model III (table
2, column 5). This marginal change reflects current and past
shocks, among neighbors and in the own cell, due to the
mechanisms discussed in figure 2. Figure A5 maps these
marginal changes in each cell, averaged over 2016 through
2050. The pattern clearly overlaps with that in figure A4.

In an average year, conflict increases by 1.2 percentage
points relative to a cell’s historic mean (approximately a 7%
increase) due to SPEI shocks. Note that this reflects averages
over cells that experience negative shocks and also cells
that experience positive ones. The peak marginal increase
in conflict is over 4 percentage points, or about 23% of
the 1997–2012 average conflict incidence. As a comparison,
Burke et al. (2009) predict an increase in conflict incidence
between 43% and 56% by 2030, though the larger magni-
tude may depend on the fact that they include country and not
cell fixed effects. In appendix table A5, we perform a sen-
sitivity analysis of these results to different climate models
and emissions scenarios, as recommended by Burke, Hsiang,
and Miguel (2015). Our estimates are remarkably stable. We
must, however, be cautious in taking these estimates literally,

Harari & La Ferrara (ReStat, 2018)

S. Hsiang | Global Policy Lab, UC Berkeley
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Number of attacks:

1 - 5
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Fishing conditions: 
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0.40 - 0.60

Figure 2. Total Piracy Attacks and Average Fishing Conditions by Month

Notes: This figure shows the total number of attacks each month (from January in the top left corner to December in 
the bottom right) during the whole sample period (July 2002–June 2013) and the average fishing conditions during 
that month in each cell.

Source: Figure is based on author’s own calculations using the data presented in Table A1.
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Figure 3. Monthly Fishing Conditions and Piracy Attacks

Notes: This graph shows the average fishing conditions and number of attacks for each month over all years and 
cells during the sample period. The graph has been constructed using the cell sample covering the whole EEZ of 
Indonesia.

Source: Figure is based on author’s own calculations.

Axbard (AEJ: Applied, 2016)
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towards this finding being driven by changes in local income opportunities for fish-
ermen. Theoretically, such an effect could work through either or both of the follow-
ing two channels. First, changes in the returns from fishing could make it relatively 

Panel A. Cell sample

0

0.02

0.04

0.06

0.08

P
re

di
ct

ed
 n

um
be

r 
of

 a
tta

ck
s

0 0.2 0.4 0.6 0.8 1

Fishing conditions percentile rank

Linear regression

Second-order polynomial

Third-order polynomial

Panel B. Coast sample

P
re

di
ct

ed
 n

um
be

r 
of

 a
tta

ck
s

Fishing conditions percentile rank

Linear regression

Second-order polynomial

Third-order polynomial

0.02

0.04

0.06

0.08

0 0.2 0.4 0.6 0.8 1

0 0.2 0.4 0.6 0.8 1

Fishing conditions percentile rank Fishing conditions percentile rank

0 0.2 0.4 0.6 0.8 1

0 0.2 0.4 0.6 0.8 1

Fishing conditions percentile rank Fishing conditions percentile rank

0 0.2 0.4 0.6 0.8 1

0

0.02

0.04

0.06

0.08

P
re

di
ct

ed
 n

um
be

r 
of

 a
tta

ck
s

0.02

0.04

0.06

0.08

0.1

P
re

di
ct

ed
 n

um
be

r 
of

 a
tta

ck
s

0.02

0.04

0.06

0.08

0.1

P
re

di
ct

ed
 n

um
be

r 
of

 a
tta

ck
s

0.02

0.04

0.06

0.08

0.1

P
re

di
ct

ed
 n

um
be

r 
of

 a
tta

ck
s

Figure 4. Percentile Rank Regressions for Fishing Conditions

Notes: This figure plots the response function of linear and polynomial regressions using the percentile rank of fish-
ing conditions. All regressions control for location by month fixed effects, year fixed effects as well as for a second 
degree polynomial of wind speed, wave height, and accumulated rainfall. The three figures in panel A report the 
result for the cell sample, whereas the figures in panel B report the corresponding regressions for the coastal district 
sample (with the number of attacks within 20 nautical miles as outcome). The shaded areas illustrate the range of 
95 percent confidence intervals based on standard errors clustered at the geographical unit of analysis (cell/coastal 
district).
Source: Figure is based on author’s own calculations using the data presented in Table A1.
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Figure 2. Total Piracy Attacks and Average Fishing Conditions by Month

Notes: This figure shows the total number of attacks each month (from January in the top left corner to December in 
the bottom right) during the whole sample period (July 2002–June 2013) and the average fishing conditions during 
that month in each cell.

Source: Figure is based on author’s own calculations using the data presented in Table A1.
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Figure 3. Monthly Fishing Conditions and Piracy Attacks

Notes: This graph shows the average fishing conditions and number of attacks for each month over all years and 
cells during the sample period. The graph has been constructed using the cell sample covering the whole EEZ of 
Indonesia.

Source: Figure is based on author’s own calculations.
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Climate ! unemployment ! conflict

Figure 1: Maps of districts across India

Panel A: Red Corridor Panel B: Conflict Intensity

Panel C: Districts by NREGA Phase Panel D: NREGA Demand monsoon responsive

Notes: Panel A plots out districts in the “red corridor” according to Government of India, Panel B presents conflict intensity
measured by total number of events in the SATP corpus, Panel C highlights the different phases of NREGA roll out, while Panel
D plots out districts where demand for NREGA is estimated to be responsive to local monsoon variation.

35

Figure 4: Effect of monsoon rainfall on conflict over time relative to the NREGA introduction

Panel A: Total Number of Events Panel B: Casualties
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Notes: The vertical line indicates the NREGA introduction date. The blue solid lines indicate the coefficients for the pre- and post NREGA period obtained from a simple regression interacting lagged Monsoon
rainfall with the NREGA treatment indicator. The red line are each point estimates of the relationship between lagged monsoon rainfall and conflict. 95% confidence bands are indicated as dotted black lines.
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Climate ! food prices ! conflict

Figures

Figure 1: Factor Conflict, Output Conflict and FAO Global Food Price Index
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Notes: Producer cells are cells where cropland area > 0. Consumer cells are cells where
cropland area = 0. Factor conflict is equal to 1 if any UCDP Factor Conflict events take place
in a given cell-year, and zero otherwise. Output conflict is equal to 1 if any ACLED Output
Conflict events take place in a given cell-year, and zero otherwise. These data are introduced
formally in section 3. Epanechnikov kernel; bandwith 20.
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Climate ! inequality ! conflict (open question)

Two possible ways to generate inequality from climatic events:

the same empirical observation (i.e., climate effects are greater in poor countries) generate

highly divergent forecasts for global economic development in a scenario where countries

both warm and become wealthier simultaneously, leading to different policy prescriptions. If

vulnerability to heat results from being poor, then policies might focus on reducing future

vulnerability by reducing future poverty, whereas if nonlinearities generate high marginal

effects of heat regardless of income, then policies might focus on reducing overall exposure to

heat by mitigating climate change. This example highlights the importance—for both econ-

omists and policymakers—of understanding the underlying sources for these types of

heterogeneity.

In the next three sections we apply this framework to findings in the literature concerning

the distribution of damages for air pollution, deforestation, and climate change. For each, we

examine what the literature tells us about whether populations are unequally exposed to

different baseline levels of the externality (or environmental good) in the cross section,

whether populations exhibit heterogeneous marginal damages, and whether the evidence

suggests that these differences are driven by nonlinear damage functions or heterogeneous

damage functions.

Air Pollution

We begin with the most localized externality, air pollution. We first discuss some of the key

measurement challenges. Then we survey the evidence on both how policy may differentially

affect air pollution exposure and how individuals may be differentially affected by an incre-

mental change in exposure

Measuring Exposure to Ambient Air Pollution Across the Population

Pollution data availability often precludes granular and/or spatially continuous analyses. This

is true even for the United States, where only 1289 of 3144 counties had monitors for criteria

da
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damage
function for
population 1 

damage
function for
population 2

nonlinear
damage
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da
m

ag
es
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Figure 1 Heterogeneity in marginal damages result from nonlinear damage functions or differing
vulnerability.
Notes: Different marginal effects are empirically measured (thick black tangent lines) for two populations at
different exposure levels because there is a single nonlinear damage function (left panel) or the two pop-
ulations exhibit different damage functions, that is, differing vulnerability, based on socioeconomic attributes
that are correlated with exposure levels (right panel).
Source: The authors.
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Climate change driving economic inequality in the USA

Hsiang, Kopp, Jina, Rising, et al (Science 2017)
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What could the pathways be?

Hypothesis 1: External economic factors
! e.g. deteriorating agricultural labor markets

Hypothesis 2: Logistical factors
! e.g. individuals come into contact outdoors during summer

Hypothesis 3: Government capacity
! e.g. weakened government enables violence

Hypothesis 4: Internal psychological factors
! e.g. mechanics of decision-making changes

S. Hsiang | Global Policy Lab, UC Berkeley



Climate ! logistics ! conflict

[ INSERT EVIDENCE HERE ]
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What could the pathways be?

Hypothesis 1: External economic factors
! e.g. deteriorating agricultural labor markets

Hypothesis 2: Logistical factors
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Hypothesis 3: Government capacity
! e.g. weakened government enables violence
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Climate ! loss of public support ! conflict

Democratic loss by incumbent
140 Climatic Change (2017) 140:135–147
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Fig. 2 Hot temperatures produce negative changes in incumbent vote share in both rich and poor countries.
Panel (a) plots the predicted changes in incumbent party vote share associated with estimating Eq. 1 on the
sample of above-median income countries in the data and panel (b) plots this relationship for constituencies
in countries falling below median income (Burke et al. 2015). Past 21◦C (70◦F), changes to incumbent vote
share decline for both sets of countries, though rich country reductions are significant only at the p<0.10
level. Shaded error bounds represent 95 % confidence intervals

p: 0.004, n: 947). Thus both in richer and poorer countries I find evidence indicating declines
in incumbent party vote share due to an increase in temperature above 21◦C, suggesting that
higher incomes may not substantially mute the impact of warming on electoral outcomes
(see SI: Rich and Poor). This is consistent with the observation that increasing temperatures
reduce economic well-being in both rich and poor nations (Burke et al. 2015; Deryugina
2014; Dell et al. 2012).

Using data on remote-sensed crop-cover (Friedl et al. 2010) to split constituencies
along the median of percent of croplands, I repeat the above procedure to examine
whether agricultural constituencies demonstrate differential electoral responses to increas-
ing temperatures as compared to non-agricultural constituencies (see SI: Agricultural and
Non-Agricultural). Figure 3, panel (a), shows that the effect of annual temperatures greater
than 26◦C on changes to incumbent party vote share in non-agricultural constituencies is
markedly negative, though this effect is estimated with higher variance and fails to gain
significance at standard thresholds (coefficient: −18.175, p: 0.130, n: 2,281). Panel (b)
of Fig. 3 shows that this effect in agricultural constituencies is also negative and is sta-
tistically significant (coefficient: −14.847, p: 0.010, n: 2,271). Thus both agricultural and
non-agricultural constituencies’ coefficient estimates suggest a decline in incumbent party
vote share due to an increase in temperature above 21◦C. These findings are consistent with
the observation that increasing temperatures reduce both agricultural and non-agricultural
economic growth (Burke et al. 2015).

Combining these insights, I split the sample along rich and poor countries’ agricul-
tural and non-agricultural constituencies and estimate Eq. 1 in each sub-sample (see SI:
Income and Agriculture). Figure 4, panel (a), shows that the effect of increases in annual
temperatures greater than 21◦C on changes to incumbent party vote share in rich coun-
try non-agricultural constituencies is negative, though this effect is significant only at the
p<0.10 level (coefficient: −20.604, p: 0.053, n: 2,006). Panel (d) of Fig. 4 shows that

Obradovich (Climatic Change, 2017)
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Climate ! loss of public support ! conflict

Projected to causes more democratic churn...
144 Climatic Change (2017) 140:135–147
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Fig. 6 Climate change may increase the frequency of democratic turnover most in warmer, poorer nations.
This figure depicts the country-level averages across the 26,376 constituency-level climate model forecasts
for the impact of climate change on alterations to future incumbent vote share by 2050 and 2099. As can
be seen, countries with constituencies that experience presently hotter annual temperatures – countries that
include many of the poorest countries in the sample – are likely to experience the greatest climate-induced
increase in democratic turnover. To incorporate both downscaled climate model uncertainty and intra-country
variance, I present the 2.5th to 97.5th percentile range of the 21 climate models across each country’s set of
constituencies via the black vertical lines. Countries with greater intra-country variance in historical annual
temperatures, like the United States, have a larger range of future constituency-level predictions

Argentina – have a higher range of underlying constituency forecasts. Importantly, countries
with higher average historical temperatures – such as Zambia, Brazil, and Colombia – may
experience the most significant future reductions in incumbent vote share.

6 Discussion

Voting is central to modern politics. It provides the primary means of democratic partic-
ipation, shapes politicians’ incentives, and regulates the nature of policies. The available
evidence indicates that climate change may alter voting patterns in the future, increasing
incumbent electoral losses and potentially speeding rates of democratic turnover.

There are several considerations important to the interpretation of these results. First,
while I have data from over a billion votes cast across more than a thousand constituencies,
optimal data would also include countries not within the present sample. Of special import
would be countries with high average annual temperatures, like those in Sub-Saharan Africa.
The lack of available spatial data on such countries’ historical electoral boundaries limits
the current sample. Second, because I spatially average temperature and precipitation values
to the constituency-level, measurement error may exist between average climatic conditions
and those that voters actually experienced, possibly attenuating the estimated magnitude of
the effects (Hausman 2001). Third, these estimates are based exclusively on annual temper-
ature and precipitation. Because climate change is likely to increase extreme weather events
like flooding and heatwaves (Fischer and Knutti 2015), and because such events can also
reduce incumbent vote share (Healy and Malhotra 2010), these results may underestimate
the full impact of climate change on future democratic turnover. Fourth, the data I have
available do not provide a clear understanding of the exact causal mechanisms that drive the

Obradovich (Climatic Change, 2017)
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Climate ! “everyday governance” ! conflict

Police stops & fatal crashes Food inspections & violations

A B

Fig. 2. Marginal effects of temperature and precipitation on number of police stops and fatal vehicular crashes. A depicts the relationship between county-
level daily maximum temperatures and the log daily number of police stops in blue and between county-level daily maximum temperatures and probability
of fatal vehicular crashes in percentage points in red. We draw from the estimation of Eq. 1 and plot the predicted change in each outcome across the
maximum temperature range within the data. B also draws on the estimation of Eq. 1 and depicts the effect of daily precipitation levels on our outcome
variables. Due to the fixed effects in our analysis, the placement of these marginal effects curves on the y axis is arbitrary; we set the curves tangent to one
another for ease of inspection of the divergence of their slopes. Gray shaded areas depict the gap in marginal regulatory effort created by the divergence
of these relationships under more extreme meteorological conditions. See SI Appendix, Marginal Effects and SI Appendix, Tables S1–S8 for depiction of the
95% confidence intervals associated with the marginal effects of these estimates.

log number of stops compared with their mean value in our
sample.

Adverse temperatures and precipitation reduce the number
of regulatory police stops in our sample. Do these meteorolog-
ical conditions simultaneously amplify the public health risks
officers are tasked with overseeing, like violent crime and vehicu-
lar crashes? Previous studies have found a predominantly linear
relationship between higher temperatures and increases in vio-
lent crime (21, 32). Extrapolating from that literature indicates
the possible existence of a regulatory gap between marginal offi-
cer effort and the marginal added occurrence of violent crime at
high temperatures.

Fatal Vehicular Crashes. Similarly, in some settings vehicular
crashes have been linked to adverse weather conditions (33, 34),
possibly resulting from the impacts of higher temperatures on
driver fatigue (35, 36). To the extent that erratic driving behavior

is observable before a crash (37), added officer oversight might
be able to diminish crash hazards (38). To examine the nature of
the potential marginal regulatory effort gap between officer stops
and added crash hazard, we use county-level daily incidence of
fatal crashes between 2001 and 2015 from the National Highway
Traffic Safety Administration’s Fatality Analysis Reporting Sys-
tem (Fig. 1B). The counties included in these data cover 100%
of the current continental US population. We combine these
crash outcome data with our meteorological data and estimate
Eq. 1 as a linear probability model of the effects of maximum
temperatures and precipitation on the probability of fatal crash
occurrence.

Our estimates indicate that temperature nonlinearly relates
to the probability of a fatal crash on a given county day. The
marginal effect of maximum temperatures on fatal crash risk
decreases to a minimum at 0 �C and increases beyond that
point (Fig. 2B, P < 0.001, n = 17,022,516). Fig. 2B displays

A B

Fig. 3. Marginal effects of temperature and precipitation on food safety inspections and violations. A depicts the relationship between daily maximum
temperatures and the percentage point probability of facility-level food safety inspections in gold and between daily maximum temperatures and the
number of food safety violations per facility-level inspection in green. It draws from the estimation of Eq. 1 and plots the predicted change in each outcome
across the maximum temperature range within the data. B also draws on the estimation of Eq. 1 and depicts the effect of daily precipitation levels on
our outcome variables. Due to the fixed effects in our analysis, the placement of these marginal effects curves on the y axis is arbitrary; we set the curves
tangent to one another for ease of inspection of the divergence of their slopes. Gray shaded areas depict the gap in marginal regulatory effort created by
the divergence of these relationships. See SI Appendix, Marginal Effects and SI Appendix, Tables S1–S8 for the 95% confidence intervals associated with the
marginal effects of these estimates.
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level daily maximum temperatures and the log daily number of police stops in blue and between county-level daily maximum temperatures and probability
of fatal vehicular crashes in percentage points in red. We draw from the estimation of Eq. 1 and plot the predicted change in each outcome across the
maximum temperature range within the data. B also draws on the estimation of Eq. 1 and depicts the effect of daily precipitation levels on our outcome
variables. Due to the fixed effects in our analysis, the placement of these marginal effects curves on the y axis is arbitrary; we set the curves tangent to one
another for ease of inspection of the divergence of their slopes. Gray shaded areas depict the gap in marginal regulatory effort created by the divergence
of these relationships under more extreme meteorological conditions. See SI Appendix, Marginal Effects and SI Appendix, Tables S1–S8 for depiction of the
95% confidence intervals associated with the marginal effects of these estimates.

log number of stops compared with their mean value in our
sample.

Adverse temperatures and precipitation reduce the number
of regulatory police stops in our sample. Do these meteorolog-
ical conditions simultaneously amplify the public health risks
officers are tasked with overseeing, like violent crime and vehicu-
lar crashes? Previous studies have found a predominantly linear
relationship between higher temperatures and increases in vio-
lent crime (21, 32). Extrapolating from that literature indicates
the possible existence of a regulatory gap between marginal offi-
cer effort and the marginal added occurrence of violent crime at
high temperatures.

Fatal Vehicular Crashes. Similarly, in some settings vehicular
crashes have been linked to adverse weather conditions (33, 34),
possibly resulting from the impacts of higher temperatures on
driver fatigue (35, 36). To the extent that erratic driving behavior

is observable before a crash (37), added officer oversight might
be able to diminish crash hazards (38). To examine the nature of
the potential marginal regulatory effort gap between officer stops
and added crash hazard, we use county-level daily incidence of
fatal crashes between 2001 and 2015 from the National Highway
Traffic Safety Administration’s Fatality Analysis Reporting Sys-
tem (Fig. 1B). The counties included in these data cover 100%
of the current continental US population. We combine these
crash outcome data with our meteorological data and estimate
Eq. 1 as a linear probability model of the effects of maximum
temperatures and precipitation on the probability of fatal crash
occurrence.

Our estimates indicate that temperature nonlinearly relates
to the probability of a fatal crash on a given county day. The
marginal effect of maximum temperatures on fatal crash risk
decreases to a minimum at 0 �C and increases beyond that
point (Fig. 2B, P < 0.001, n = 17,022,516). Fig. 2B displays
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Fig. 3. Marginal effects of temperature and precipitation on food safety inspections and violations. A depicts the relationship between daily maximum
temperatures and the percentage point probability of facility-level food safety inspections in gold and between daily maximum temperatures and the
number of food safety violations per facility-level inspection in green. It draws from the estimation of Eq. 1 and plots the predicted change in each outcome
across the maximum temperature range within the data. B also draws on the estimation of Eq. 1 and depicts the effect of daily precipitation levels on
our outcome variables. Due to the fixed effects in our analysis, the placement of these marginal effects curves on the y axis is arbitrary; we set the curves
tangent to one another for ease of inspection of the divergence of their slopes. Gray shaded areas depict the gap in marginal regulatory effort created by
the divergence of these relationships. See SI Appendix, Marginal Effects and SI Appendix, Tables S1–S8 for the 95% confidence intervals associated with the
marginal effects of these estimates.
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Obradovich, Tingley, Rawhwan (PNAS, 2019)
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What could the pathways be?

Hypothesis 1: External economic factors
! e.g. deteriorating agricultural labor markets

Hypothesis 2: Logistical factors
! e.g. individuals come into contact outdoors during summer

Hypothesis 3: Government capacity
! e.g. weakened government enables violence

Hypothesis 4: Internal psychological factors
! e.g. mechanics of decision-making changes

S. Hsiang | Global Policy Lab, UC Berkeley



Individual psychology and intergroup violence?

Romeo & Juliet
Act 3, Scene 1a (A street. Mercutio, Benvolio & Servants).

Benvolio:
I pray thee, good Mercutio, let’s retire.
The day is hot, the Capulets abroad,
And if we meet we shall not ’scape a brawl,
For now these hot days is the mad blood stirring.

— William Shakespeare

Then Tybalt kills Mercutio, Romeo kills Tybalt, blood war ensues...
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The Benvolio Hypothesis:

Temperature ! Mind ! Interpersonal violence ! Intergroup violence

Requires:

Isolation of a decision-making channel

Exclude logistical, governance & economic channels

Mechanism for escalation
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“The Spectrum of Violence”

coups
civil conflict

civil war
interstate conflict

homicide 
assault 
rape

road rage

Interpersonal

suicide

IntergroupInstitutional Intrapersonal

riots
ethnic expulsion
land invasions

institutional change
population collapse
civilization collapse

gang killings
sports violence

Type of violence

Examples

Selected literature Haug et al (2003)
Buckley et al (2010)

Kuper & Kröpelin (2006)

Harari & La Ferrara (2018)
Kim (2016)

Burke et al (2009)

Hidalgo et al (2010)
Bohlken & Sergenti (2010)

Ranson (2014)
Jacob et al (2007)

Carleton (2017)
Burke et al (2018)

Mullins & White (2019)

Larrick et al (2011)
Baysan (2018)

more 
organized

less
organized

Baysan et al (2019)
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North American self-harm suggests psychological pathway
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Burke et al. (Nature Climate Change, 2018)

Note: Self-harm causes more deaths globally than all forms of
interpersonal + intergroup violence combined. In top 5 causes of
death in USA, ages 10-54.



North American self-harm suggests psychological pathway

Burke et al. (Nature Climate Change, 2018)
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Scrutinizing decision-making mechanics w/ lab experiments

We ran two parallel large-scale behavioral experiments in Berkeley,
USA (N = 903) and Nairobi, Kenya (N = 1015).

Randomly assign subjects to Hot (30�C) or Control (22�C) room.

Deployed a battery of 14 standard tests to understand if / how
temperature a↵ected social / economic decision-making

! e.g. charitableness, patience, trust, “joy of destruction”

! almost nothing changed

! except destructiveness increases +50% in Kenya

S. Hsiang | Global Policy Lab, UC Berkeley
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Kenyan presidential election is “stolen” during experiment

This was not planned.

Almas et al (2019)
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Unexpected findings ⇥ political context

Luo - felt election was stolen; Kikuyu - won election
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Climate ! psychologically motivated escalation ! conflict
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jk

Shaver & Bollfrass (2018)
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What could the pathways be?

Hypothesis 1: External economic factors

labor markets ! pretty strong evidence

food prices ! some evidence

widening inequality ! no direct evidence

Hypothesis 2: Logistical factors
! basically no evidence

Hypothesis 3: Government capacity
! some evidence

Hypothesis 4: Internal psychological factors
! some evidence

S. Hsiang | Global Policy Lab, UC Berkeley



Thank you
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